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概要

現代のバイオインフォマティクスにおいて，遺伝子配列は遺伝性疾患や遺伝
的特性を明らかにするための重要な情報源とみなされている．遺伝子配列を
単純な文字列で表現する場合，余分な領域が生じることでデータ量が膨らむ．
それに対して類似した遺伝子配列を簡潔に表現することでデータ量の減縮を
図る手法が求められている．その表現の一つが未決定文字列である．未決定
文字列の中に，各位置に 1つの文字が格納されているだけでなく，複数の文
字の選択肢が認められている．さらにテキスト位置ですべての可能性を列挙
するモデル化に適用できる．実用化のため，パターン照合や未決定文字列の
類似性を測定するなど，単純な文字列に対して既知の技術を未決定文字列に
応用し，様々なクエリの種類に応じることに関心が向けられているが，遺伝
子データの解析において頻繁に利用されている一意単語・欠如単語の検索に
関しては未検証である．本研究では単純な文字列において，最短の一意単語・
欠如単語の検索は既に線形時間で出力可能であるが，未決定文字列上での計
算は NP困難であることを明らかにした．

キーワード：NP困難・未決定文字列・一意単語・欠如単語・解集合プログラミ
ング

1 はじめに

近年バイオインフォマティクスにおいて，遺伝子配列は遺伝性疾患や遺伝的特性
を明らかにするための重要な情報源とみなされている．遺伝子配列が有する欠如
単語や一意単語といった固有の特徴に関心が向けられている．それに伴い個々の
遺伝子データが膨大に膨らむ一方で，それらを保存・検索する方法には制限があ
り困難が生じている．遺伝子配列を単純な文字列で表現する場合，余分な領域が
生じることでデータ量が膨らむ．それに対して類似した遺伝子配列を簡潔に表現
することでデータ量の減縮を図る手法が求められている．その表現の一つが未決
定文字列である．未決定文字列では，各文字位置において 1文字ではなく複数の
代替文字（すなわちDNAの塩基）を許容することで，柔軟な表現が可能となる．
たとえば，配列決定時の読み取りエラーや，個体差に由来する遺伝的変異（英語：
SNP）を考慮する場面で，未決定文字列を用いることで現実的なデータの表現が
可能となる．言い換えれば，任意の位置に複数の候補文字を持つことができる文
字列を定式化・解析することが本研究の出発点である．本研究で開発される未決
定文字列を活用した効率的な遺伝子データ処理技術は，個人の遺伝的特徴に基づ
くゲノム医療への貢献に期待される．
未決定文字列の各要素は入力アルファベットの部分集合となり，これを記号と

呼ぶ．記号は，DNAやRNA配列における未決定の核酸を表現するために IUPAC
表記法 [34]を一般化したものである．図 1は，未決定文字列の例を示している．

2 先行研究

本論のテーマに関連する研究は，未決定文字列，極小一意単語，極小欠如単語に
特化した研究である．以下では先行研究を紹介する．
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, L(T̃ ) = {AACG, AACT, ACCG, ACCT}.

図 1: 未決定文字列 T̃ の例．T̃ の言語 L(T̃ ) は右に示されている．この言語は，
未決定文字列によって表される文字列の集合である．1つの文字 c のみを格納す
る記号は，

{
c
}
または単に c として書かれる．極小一意単語は AC, T, CC など．

極小欠如単語は AT, AAA, CCC など．

2.1 未決定文字列

未決定文字列に関する研究の大部分は，パターン照合，構造的特性や規則性，必
ずしも自己索引ではない索引からの未決定文字列の再構築，および 2つの未決定
文字列の比較に関心が向けられている．
パターン照合 未決定文字列に対しては，Boyer–Mooreの適応版 [30]，Shif-
tAndとBoyer–Moore–Sundayの組み合わせ [49]，およびKMPを元した方法 [43]
が提案されている．
構造的特性 未決定文字列の構造的特性については，カバーおよび/またはシー
ドの計算 [9, 12]，Lyndon分解の拡張 [22]が知られている．[37]は未決定文字列
の新しい表現モデルを提案した．
再構築 データ構造からの未決定文字列の再構築も活発な研究分野である．再
構築は，ボーダー配列，接尾辞配列，および LCP配列から構築が可能である [42]．
接頭辞配列に基づくグラフから [7]，または頂点がテキスト位置で辺が一致する
文字を持つテキスト位置であるグラフからも再構築が行われている [29]．[18]は，
配列が単純な文字列または未決定文字列の接頭辞配列であるかどうかの特徴を示
した．最後に，[15]は，未決定文字列の接頭辞配列と無向グラフおよびボーダー
配列との関係を研究した．

2.2 極小一意単語

極小一意単語（MUS）の計算問題は Pei らにより導入された [46]．この問題は，
シーケンスアラインメント [4]，ゲノム比較 [27]，および系統樹の構築 [16] など
に応用されてきた．より一般的な極短一意部分文字列（SUS）は，局所的な極小
性のみを求めるもので，テキスト位置または区間をカバーすることで表現でき
る．SUS の計算に対する研究注目は，時間量および領域量に関する改善につな
がった [32, 50, 33, 38, 40]．両方の量を均衡する解決策も提供された [26, 11]．ま
た，スライディングウィンドウ内での計算 [41]や連超圧縮された文字列上での計
算 [38]など，異なる設定が提案されている．理論的な保証を得るために，[39] は，
与えられたクエリ位置をカバーする SUS の最大数を研究した．近年，SUS 計算
に関するサーベイ記事が公開されている [3]．最後に，与えられた範囲内で SUS
を計算するための変形が存在する [1, 2] または k ミスマッチを持つ SUS を計算
する [31, 48, 8]．

2.3 極小欠如単語

極小欠如単語（MAW: minimal absent word）は，潜在的な予防および治療的医
療応用のためのバイオマーカーとして [47]によって導入された．MAWは，系統
学 [17]，シーケンス比較 [20]，音楽コンテンツの情報検索 [19]，および円形バイ
ナリ文字列の再構築 [45]において価値があることが示されている．MAWを計算
するために，接尾辞配列 [13]，有向非巡回単語グラフ（DAWG: directed acyclic
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word graph） [25, 24]，または最大繰り返し [10]を使用するアルゴリズムが提案
されている．並列処理 [14]や外部メモリ [28]で動作するアルゴリズムも提案され
ている．拡張として，連長圧縮文字列のMAWの計算 [6]，複数の文字列に共通
するMAWの計算 [44]，または木上のMAWの計算 [23]がある．もう一つの拡
張は，スライディングウィンドウ内での計算 [21, 41]であり，スライディングの
動きに基づく解答集合の変化の数に関する境界が分析されている [5]．

3 背景知識

まず，文字列の基本概念を紹介し，その後，未決定文字列への一般化について表
現する．
文字列 アルファベットを Σ とする．Σ∗ の要素は（単純な）文字列と呼ば
れる．文字列 T が与えられたとき，T の i 番目の文字は T [i] と表される（整数
i ∈ [1..|T |]の場合），ここで |T |は T の長さを表す．整数 iと j が 1 ≤ i ≤ j ≤ |T |
を満たすとき，位置 i から始まり位置 j で終わる T の部分文字列は T [i..j] と表
される．すなわち，T [i..j] = T [i]T [i+ 1] · · ·T [j] である．T の部分文字列 P は，
P ̸= T の場合に真の部分文字列と呼ばれる．
未決定文字列 単純な文字列の以下の拡張を研究する．そのために，アルファ
ベット Σ の文字と，次の 3種類の一般化のいずれかに属する文字列の記号を区別
する．未決定文字列は，記号が Σの空でない部分集合から引かれる文字列 S̃[1..n]

である．すなわち，∅ ̸= S̃[i] ⊂ Σ である．r = r(S̃) = maxi |S̃[i]| は最大の記号
のサイズを示す．

4 研究結果

本研究では，未決定文字列における一意単語・欠如単語の計算量を解析する．そ
のため，単純な文字列に基づく一意単語・欠如単語の形式的な定義を行い，未決
定文字列へ拡張する．

4.1 一意単語

単純な文字列 T の中にある部分文字列 U は一意単語であり，T 中の出現が一つし
かない．つまり，T 中に U と一致する部分文字列が他には存在しない．特に，す
べての U の部分文字列は，T の一意単語ではない場合，U を極小一意部分文字列
(MUS )と呼ぶ．未決定文字列 S̃ において，文字列 P ∈ Σ∗が，S̃のテキスト位置
iから出現するとは，S̃の言語に属する文字列X が存在し，X[i..i+ |P | − 1] = P

であることを意味する．P が S̃で一意であるとは，その出現の位置が一意に決定
されるということである．さらに，P が極小一意部分文字列 (MUS)であるとは，
P の任意の真部分文字列X が S̃ において少なくとも 2回出現するということで
ある． この定義を踏まえて，以下の問題に取り組む．

問題 1 (一意単語判断問題). 未決定文字列 S̃ と整数 k が与えられたとき，k-一
意単語判断問題は，長さが最大 k の一意単語が S̃ に存在するかどうかを決定す
ることである．

定理 1 ([36]). 一意単語判断問題は σ ≥ 3 および r ≥ 2 の場合にNP困難である．
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4.2 欠如単語

単純な文字列 T の欠如単語 S とは，T の部分文字列ではない文字列を指す，た
だし S の長さは１以上である．T の欠如単語 X は，X のすべての真の部分文
字列が T に出現する場合，極小欠如単語 (MAW ) と呼ばれる．より一般的には，
未決定文字列 S̃ において，出現しない文字列を欠如していると言う．欠如文字
列 X は，そのすべての真の部分文字列が S̃ に出現する場合， S̃ において極小で
ある．次に，特定の長さ以下の欠如単語を見つける決定問題が NP困難である検
討する．

問題 2 (欠如単語判断問題). 未決定文字列 S̃ と整数 k が与えられたとき，k-欠
如単語判断問題は，長さが最大 k の欠如単語が S̃ に存在するかどうかを決定す
ることである．

定理 2 ([35]). 欠如単語判断問題は σ ≥ 3 および r ≥ 3 の場合にNP困難である．

結果として，両問題は NP 困難であるため，高速化されたアルゴリズムの存在
の確率は低いことが明らかとなった．この結果を踏まえて，未決定文字列におい
て指定された長さの一意単語または欠如単語を計算するための SAT定式化を作成
した．SAT (充足可能性問題, satisfiability problem)とは連言標準形の式で表現
された問題である．ただし，その式は一連の節を連言で結合されている．SAT定
式化を解集合プログラミング（ASP: answer set programming）で符号化し，両
問題に新たな手法で取り組むことができる．ASP 符号化を以下のリンクで提供し
ている．https://github.com/koeppl/edstringcharacteristics

5 今後の展望

本研究の成果を踏まえ，今後は以下の課題に取り組む予定である．まず，現在の
ASPによる符号化は素朴なものであり，さらなる最適化が必要である．特に，生
物的な特徴や組合せ論的な性質を活用することで，計算効率を高められる可能性
があるかどうかを検討していく．
次に，未決定文字列の可能性については未解明の点が多く，今後さらなる研究

が必要である．従来のパターンマッチングに関する結果は存在するが，より一般
化されたマッチング，すなわち文字の完全一致以外も許容するような緩やかな条
件下でのマッチングに関する研究は十分とは言えない．従って，そのような一般
化されたマッチングを効率的に行う手法の確立に取り組んでいる．さらに未決定
文字列同士を比較するための手法として，パラメータ化マッチングなどの一般化
されたパターンマッチングの応用を検討している．この種のマッチングは，DNA
配列中に現れる相補的塩基対の対応関係を一般化したものであり，バイオインフォ
マティクスにおける応用が期待される．
また，本研究から派生した興味深い問題として，「2つの弾性退化文字列の均質

性を多項式時間で判定できるか」という課題が挙げられる．未決定文字列につい
ては多項式時間での判定が可能であるが，より一般的な弾性退化文字列に対して
は，それが不可能だと証明でき，理論的にも興味深い課題である．
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[36] Dominik Köppl and Jannik Ol-
brich.未決定文字列における一意単
語の検索の困難さ. Technical Re-
port 4, Local Proceedings of the
201thアルゴリズム研究会, 1 2025.

[37] Felipe A. Louza, Neerja Mhaskar,
and W. F. Smyth. A new ap-
proach to regular & indetermi-
nate strings. Theor. Comput. Sci.,
854:105–115, 2021.

[38] Takuya Mieno, Shunsuke Inenaga,
Hideo Bannai, and Masayuki

Takeda. Shortest unique sub-
string queries on run-length en-
coded strings. In Proc. MFCS,
volume 58 of LIPIcs, pages 69:1–
69:11, 2016.

[39] Takuya Mieno, Shunsuke Inenaga,
Hideo Bannai, and Masayuki
Takeda. Tight bounds on the
maximum number of shortest
unique substrings. In Proc. CPM,
volume 78 of LIPIcs, pages 24:1–
24:11, 2017.

[40] Takuya Mieno, Dominik Köppl,
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